Regression

NOTE:  This lesson begins with linear regression and then proceeds to cover exponential regression, quadratic regression, and power regression.

Getting Started: 

Review of Previous Lesson/HW/Do Now
Statement of Objectives: 

A2.S.7 Determine the function for the regression model, using appropriate technology, and use the regression function to interpolate and extrapolate from the data.

A2.S.8 Interpret within the linear regression model the value of the correlation coefficient as a measure of the strength of the relationship.
Big Idea: 

LINEAR REGRESSION

The individual data points in a scatterplot form data clouds with shapes that suggest relationships between dependent and independent variables.   When the suggested relationship is in the shape of a curved or straight line, we can imagine a line of best fit.  

A line of best fit divides the data cloud into two equal parts with about the same number of data points on each side of the line.  

A second way of thinking about a line of best fit is like a balance, with the points on either side of the line in balance with one another.  The line has to be moved to create the balance.  This conceptualization brings into consideration the distance that data points are from the line, and not just the number of data points.

A third way of thinking about a line of best fit is that it is like having all of the y-values for a given value of x approach or trend toward their mean (average).  This is the point the line would pass through and is the view most closely associated with the word regression.  

Regression toward the mean is a statistical term used to describe the tendency of elements in a population to become more densely concentrated about the mean.  For example, the heights of human beings tend to regress towards the mean:

· Very tall people tend to have children that are shorter than them; and

· Very short people tend to have children who are taller than them.  

Mathematically speaking, the line of best fit is that line in which the vertical distance between each data point and the line has the smallest sum of the squares.  

Example:  Given three data points:  (1,4), (2,3), and (3,7).
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The distance between each point and the line is measured vertically and then squared.  The line that produces the smallest sum of the squares is the line of best fit.  

IMPORTANT POINT:  The line of best fit will always go through 
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Manually Calculating Lines of Best Fit.  The line of best fit for a given distribution can be manually calculated.  

· The algorithms for manual calculation are cumbersome and it takes much practice to develop recall and comfort with the algorithms.  

· The time required to develop student expertise in manually calculating lines of best fit may not be worth the effort.

· The focus on manual calculations may detract from the “big picture” that deals with using lines of best fit to make predictions about input and outputs of related variables.

The Calculator Approach.  A more effective and efficient approach to solving problems involving linear regression is to use a graphing calculator and to focus on conceptual understandings and process in the following areas: 

· STARTING POINT.  Understand the concept of a line of best fit, including the idea that the data points will not always fall on the line;

· STEP 1.  Know how to input a data set as a list(s) in a graphing calculator;

· STEP 2.  Know how to use the linear regression capabilities of the calculator to find the equation of the line of best fit and to store the equation in the y-editor feature of the calculator; and

· STEP 3.  Know how to use the table of values and the graph of the equation of the line of best fit to identify and evaluate various input and outputs of the function as required by the problem being solved.

Modeling:

Page 6 of this lesson plan contains a handout showing the formulas and procedures for manually calculating a line of best fit. The handout provides the data set for the following class activities.    

Class Activity:

STEP 1:  Input the Age and Price Data into your TI 83+ in L1 and L2

· Press 
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· Enter your age data in the L1 column and your price data in the L2 column.  Generally, all the x-values go into L1 and all the Y values go into L2.  Press 
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after every data entry.  


STEP 2:  Find the Equation of the Line of Best Fit and Store it
· Press 
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 EMBED Equation.DSMT4  [image: image10.wmf]4:4-LinReg (ax+b)


[image: image11.wmf]ENTER

  The screen prompt should read LinReg(ax+b)

· Press 
[image: image12.wmf]VARSY-VARS1:FUNCTIONENTER

.  Select a location in the 

y-editor to store the function rule and press
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again. You should see a screen prompt that reads LinReg(ax+b) Y1.  

· Press 
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.  The response should be the following screen, where a is the slope of the line and b is the y-intercept:
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NOTE:  The last two lines of the above calculator screen will not appear unless diagnostics are turned on.  See LP on Correlation Coefficients.
STEP 3:    The linear regression equation is now stored as a function rule in the y-editor.  The graph of the function rule and the table of values for the function rule can now be used to examine how various inputs and outputs are related.  You can use the table set, windows, stat plot, and zoom features of the calculator to improve your view of the regression equation.  

Press 
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to turn on the statistical plot feature.  Then scroll down to the scatter plot icon and select it.  Then press the 
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 key.

After viewing the graph, you will probably want to adjust the window.  Suggested settings are:
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Big Idea:

DIFFERENT TYPES OF REGRESSION

The TI-83 graphing calculator can calculate numerous types of regression equations, but it must be told which type to calculate.  All of the calculator procedures described above (for linear regression) are used with the other types of regression.  The following screenshots show some of the many regressions that can be calculated on the TI-83 graphing calculator
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The whole purpose of linear regression is to make predictions based on a line of best fit.  Once students have the line of best fit, understanding the question and making predictions should be the focus of the lesson.

Choosing the Correct Type of Regression to Calculate

There are two general approaches to determining the type of regression to calculate:

· The decision of which type of regression to calculate can be made based on visual examination of the data cloud, or.  

· On Regents examinations, the wording of the problem often specifies a particular type of regression to be used.  

Using the Data Cloud to Select the Correct Regression Calculation Program 
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If the data cloud takes the general form of a straight line, use linear regression.  
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If the data cloud takes the general form of a parabola, use quadratic regression.  
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If the data cloud takes the general form of an exponential curve, use exponential regression.
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NOTE:  All equations in the form of 
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 is an odd number, take the form of parabolas.  The larger the value of n, the wider the flat part at the bottom/top.  This is a power function.
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NOTE:  All equations in the form of 
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and 
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 is an even number, take the form of hyperbolas.  The larger the value of n, the wider the flat part in the middle.  This is a power function.

	Note:  It is often very difficult to determine if power regression is appropriate based on visual inspection of a data cloud.  In all previous Regents problems requiring the calculation of power regression, the wording of the problem specifically called for power regression.


Check for Understanding: 

Guided Practice: 

Selected worksheet.

Independent Practice: 

Students should complete the worksheet on their own.

End of Lesson Plan

Handout is attached.

HANDOUT:

An Example of Manually Calculating the Equation of the Line of Best Fit
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Example.   Assume that there is a relationship between the price of a car and the car’s age.  We have collected the following data on the prices and ages of used cars and want to find the line of best fit to predict prices for any age car.

	Age

X
	Price

y
	xy
	xx
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	0
	15
	0
	0
	

	1
	12
	12
	1
	

	2
	11
	22
	4
	

	3
	9
	27
	9
	

	4
	10
	40
	16
	

	5
	9
	45
	25
	

	6
	8
	48
	36
	

	7
	7
	49
	49
	

	8
	6
	48
	64
	

	9
	4
	36
	81
	

	45
	91
	327
	285
	

	The above table was created 

as a spreadsheet.  Most linear 

regression is done using 

statistical software programs.  

Students should use the TI 83+ 

graphing calculator for all

regression problems on the Math 

B examination.
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NOTES: 

· Most regression equations do not have integer solutions for m or b.

· Students should not try to remember this algorithm for the Math B examination.  It is much easier to use the TI 83+ graphing calculator.
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